
Categorical 
Ordered

Ordinal
Quantitative

ANALYZE

how much of the data matters? 
One → identify
Some → compare
All → summarize

Dataset Types

Channels: control appearance of marks

Nested Model Domain > Abstraction         >            Idiom                         > Algorithm
Who
are the
target
users?

What is shown →
Data Abstraction
Why is it shown →
Task Abstraction

how is it shown?
how to draw →
visual encoding
how to
manipulate →
interaction

efficient
computat
ion

Data Abstraction (WHAT)                                    

Data types: structural / mathematic interpretation of data

Item: Individual entity, discrete. Ex. person, car, stock (row)
Attribute: property observed, measured, logged. Ex. age, name (col)
Links: Relationship between two items Ex. friendship on facebook
Positions: spatial data, location in 2D or 3D Ex. lat/lon, pixels
Grids: sampling strategy for continuous data

(row)

(col)

(spatial geometry)

Attribute types 

* year is quantitative!!!

Ordering Direction                             

Sequential Diverging Cyclic

Dataset Availability

Static Dynamic

3 operations for data abstraction

identify dataset/attribute types1.
identify cardinalities (# of items, # of levels, range)2.
consider whether to transform data3.

Task Abstraction (WHY)                                                                                            

{action, target} pairs

Actions:  Analyze, Search, QueryActions:

What’s being acted on

ex.
discover distribution
compare trends 
locate outliers
browse topology

Consume

Produce

SEARCH

Query

Action Explanation

Target Explanation

Targets:

Targeting ALL DATA

Attributes

Network Data

Spatial Data

→ value
→ totals

Analyzing Marks and Channels                                                                                            

Ordered attributes Categorical Attributes

2 possible coordinate systems

mutually exclusive, can’t use both at once

glyphs

levels

hierarchical
structure of
marks.
shows info on
multiple scales

more then one mark for each item.

examples

Shared boundary constraints

can’t independently change pos,
order, size, orientation, symbol

Channels: geometric primitives

vert shared

position
size

marks for links

1 item

special case
of path
2 items

many items

Multivariate Tables

• key 
–independent attribute 
–used as unique index to look up items 
–simple tables: 1 key
–multidimensional tables: multiple keys

Orientation Limitations

Rectilinear: scalability w.r.t to axes (2
axies yes, 3 hard to use, 4 impossible)
Parallel: Unfamiliarity
Radial: Perceptual limits. angular
position + radial distance, non-uniform
sector size.

derive new data → change view over
time → reduce items/attributes in to
show within view → facet across
multiple views single view

Interactive views (how to handle complexity)

Manipulate

Facet

Change

Re-encode
Change parameters: widgets & controls
Change order/arrangement (bar chart)
Animated transition

Reduce

Navigate

Pros of interactive views

Flexible, powerful intuitive
Flexible transitions provide support

Cons of interactive views

time cost
remembering
previous state
users may not
interact as planned

View coordination design choices

Reduce Items and Attributes

Filter pro: straightforward, intuitive. con: out of sight, out of mind

Embed (combine focus + context info within single view)

Elide Data
Distant Geometry

Aggregate Data

group of elements is represented by a
smaller # of derived elements. pro:
inform about whole set. con: difficult to
avoid losing signal. ex. histogram, static
item. aggregation, scented widget. ex fish
eye distortionColors

diverging (two colors at each end)

categorical sequential (lighter to darker)

luminance: how bright (b/w)
saturation: how colorful
hue: what color

rainbow is bad default!
saturation and luminance not separable from each
other, or transparency. 
Small regions need HIGHER saturation, large regions
need lower saturation.

Univariate color  palettes

Diverging: 
When data has “midpoint”
use a neutral colour (W, B,
Y)
saturated for endpoints

Sequential: increase
lumination or saturation
Cyclic: a cyclic multihue
Bivariate: Be cautious since
it’s difficult to interpret when
there’s multiple levels in each
direction

Maps

Geographic mark: Poly Marks w/ 2D boundary
encode: position/order only

CANNOT use size, orientation, symbol/shape
Thematic maps: show variability of attribute
Population maps: Most attributes just show where
people live, consider when to normalize by
population density..

Chloropleth

given spatial data, table w/1 quant. attribute/region
encoding: 

mark: poly
2D shared boundary
position/order

pros: easy to read, well
established, data often
collected and aggregated
by geographical regions

cons: region size affects
vis, color has huge
influence.

unavailable: size,
orientation, shape/symbol

Symbol Map

point mark or glyph, 1 symbol
per region, size encoding. free
channels:  symbol/shape, color,
orientation (for asymm glyphs)
pros: somewhat intuitive to
read/understand. can mitigate
roblems with region size vs
data salience. cons: possible
occlusion/overlap, complex
glyphs require explanation
training.

Contiguous Cartogram

change all poly marks on map simultaneously.
poly marks, 2D shared boundaries 

encoding: 2D size for quant attr, order, maintain
relative poly pos. algo to create new marks,
maintain shared & order. 

non-contiguous cartogram

point marks, 2D shared boundaries.  encoding:
quant attr. w/ 2D size, relative locations of poly,
w/ order. unavailable: position, orientation,
symbol/shape. free: color

contiguous pros/cons
pros: can be
intriguing/engaging. cons: need
familiarity of original dataset +
memory. Major distribution is
problematic, difficult to extract
exact quantities.

non-contiguous pros/cons

pros: stylized marks easier to
understand then distorted
contiguous shapes. good base for
combining w/ other approaches.
equal area approach can mitigate
size disparity problem of
cartograms  cons: need familiarity
w/ dataset,  quasi-geo pos need
explanation. equal area version
impose distortions if original
regions have disparate size. 

Dot density maps

place def point marks where density in region shows.
2 mark types at the same level → (point, poly)
unavailable: size, shape, orientation, position
pros: 1-1 straightforward to understand, avoid chloropeth non-
uniform region size prob
cons: normalization. difficult to extract quantities. performance:
rendering too many dots is too slow. many - one (density). May
confuse if random positions assumed to be meaningful.

Network Tasks

Topology based tasks

– find paths – find
(topological) neighbors –
compare
centrality/importance
measures – identify clusters /
communities

Node-link diagrams

level 1: nodes, point notes
level 2: links, segment connecting marks
unavailable: position, order, length (1D
size).
good node-link layouts:

minimize: edge crossing, node
overlaps, distance b/w neighbours,
total drawing area, edge bends
maximize: angular dist. b/w edges.
aspect ratio disparities.
emphasize symmetry: F(layout) = a*
[crossing counts] + b*[drawing space
used] + ...

Is it a network of a tree?

node link diagrams: network, tree
adjacency matrix: network, tree
implicit (spatial pos): tree
enclosure: tree

query: start with nothing, add in elements
filters: start with everything, remove elements.

Implicit Tree Layouts

Rules of Thumb

 No unjustified 3D –Power of the plane –
Disparity of depth –Occlusion hides information
–Perspective distortion dangers –Tilted text isn’t
legible • No unjustified 2D • Eyes beat memory •
Resolution over immersion • Overview first,
zoom and filter, details on demand •
Responsiveness is required • Function first, form
next

General limitations:

Diverging length not aligned
Hard to make unaligned comparisons over
time
No horizontal / vertical axis
Difficult to find outliers / extremes

space not used effectively, lots of space
watch out for occlusion vs stacked chart →
requires prior knowledge
heavy reliance on text to extract info
overlapping info (like dots & numbers) →
hard to compare areas
overall information density is low, lots of
space
comparing heights is difficult with radial
bar shape since does not make use of
aligned position channels → high cognitive
load
area differences are hard to accurately
decode → high cognitive load
comparisons for absolute values is difficult
b/c small multiples not displayed on either
axis → need to mentally divide left & right
bars

treemap - containment, only leaves
visible. sunburst - position (radial), inner
nodes and leaves visible.  icicle plots -
pos (rectilinear) inner nodes and leaves
visible.

icicle plots



1D Size (Length/Height)
Example: A bar chart where each bar’s height (or length) is proportional to a
data value.
What’s Being Encoded: A single dimension of scale—longer bar = larger value,
shorter bar = smaller value.
Perception: Humans are good at comparing lengths, so 1D size is perceived
accurately.
2D Size (Area)
Example: A bubble chart where the circle area represents a data value, a
choropleth map that shades regions with larger or smaller areas.
What’s Being Encoded: 2D space—bigger circle = larger value, smaller circle =
smaller value.
Perception: People are less precise at comparing areas, especially when shapes
differ( circles vs. squares).

• pros – one-to-one is
straightforward to understand •
cons – same non-uniform region
size problems as choropleth –
challenge: normalization, just like
choropleths • show population
density (correlated with attribute),
not effect of interest – perceptual
disadvantage: difficult to extract
quantities – performance
disadvantage: rendering many dots
can be slow – many-to-one (density)
may confuse if random positions
assumed to be meaningful

Keys & Values

• pros – stylized marks usually easier to
understand than distorted contiguous
shapes – can serve as good base for
combining with other approaches •
especially equal-area versions with
uniform shapes – equal-area approach can
mitigate size disparities problems of
cartograms • cons – still requires some
familiarity with original dataset – quasi-
geographic positioning may need some
explanation – equal-area versions impose
substantial distortions if original regions
have very disparate size

accuracy: how precisely can we tell the
difference between encoded items? 
discriminability: how many unique steps
can we perceive? separability: is our
ability to use this channel affected by
another one? 
popout: can things jump out using this
channel?

Types of Channels Shared Boundary Constraints

Analyzing Marks & Channels - Exam

Are you plotting every individual record? That’s Level 1.
Are you plotting grouped data, like each country’s total? That’s Level 2.
Are you showing one mark for everything (e.g., global totals)? That’s Level 3.

points (0D), lines (1D), areas (2D) 

is used across multiple components or views of a visualization?.

What’s being encoded as part of position/order? ex (yearly income per person)

What’s being encoded horizontally as part of size? ex (crime rate))

 Orientation
 Definition: The rotational angle or direction in which a mark
is displayed.
 Indicating direction or flow (e.g., wind direction arrows).
Distinguishing categories by different rotations if you only
have a few categories.
 Highlighting trends that have a directional component (e.g.,
up/down for increases/decreases).
 Example: A small arrow rotated to show “increasing”
(pointing up) vs. “decreasing” (pointing down).

Symbol (or Shape)
Definition: The form of the mark (circle, square, triangle, star,
etc.).
Typical Uses:
 Categorical Distinctions: Assigning different shapes to
separate categories. For instance, circles for one product
type, squares for another.
 • Limited Number of Categories: Symbol encoding is most
effective if you have only a few categories (usually up to 4–6)
so viewers can easily distinguish them.
 • Example: A scatter plot using different shapes for different
experimental groups.

Very iterative process

how to
validate?

Channel Effectiveness

Multivariate Tables

Arrange Tables

• key 
–independent
attribute 
–used as unique
index to look up
items 
–simple tables: 1
key
–multidimensional
tables: multiple
keys

Regions: Separate, order, align

Orientations

Coordinate views:  Design Choice Interaction

A) Fully Redundant (same encoding, all data items shared) 
B) Overview/Detail - Same Form (same encoding, subset of data
items shared) 
C) Small Multiples (same encoding, data items partitioned
across views) 
D) Multiform (different encoding, all data shared)
 E) Overview/Detail - Multiform (different encoding, subset of
data shared) F) No Linkage (different encoding, no data shared)

Aggregation

Filter

Aggregate

Spatial Aggregation

Clustering

Color

Geographic Map

Thematic Maps

Choropleth map

• pros – easy to read and understand –
well established visualization (no learning
curve) – data is often collected and
aggregated by geographical regions • cons
– most effective visual channel (position)
used "just" for geographic location •
reasonable if understanding spatial
distribution / patterns is a central task –
visual salience of color coding depends on
region size • not true importance wrt
attribute value • large regions appear more
important than small ones – color palette
choice has a huge influence on the result

Symbol Map

• pros – can be intriguing and engaging –
best case: strong and surprising size
disparities • cons – require substantial
familiarity with original dataset & use of
memory • compare distorted marks to
memory of original marks • mitigation
strategies: transitions or side by side
views – major distortion is problematic •
may be aesthetically displeasing • may
result in unrecognizable marks – difficult
to extract exact quantities
Contiguous cartogram

pros – stylized marks usually easier to
understand than distorted contiguous
shapes – can serve as good base for
combining with other approaches •
especially equal-area versions with
uniform shapes – equal-area approach can
mitigate size disparities problems of
cartograms • cons – still requires some
familiarity with original dataset – quasi-
geographic positioning may need some
explanation – equal-area versions impose
substantial distortions if original regions
have very disparate size

Non-contiguous cartogram
Dot density maps

Types of Coordinate Symbols

• node-link diagram strengths – topology
understanding, path tracing – intuitive,
flexible, no training needed • adjacency
matrix strengths – focus on edges rather
than nodes – layout straightforward
(reordering needed) – predictability,
scalability – some topology tasks trainable
• empirical study – node-link best for
small networks – matrix best for large
networks • if tasks don’t involve path
tracing!

Rules of Thumb

 No unjustified 3D –Power of the plane –
Disparity of depth –Occlusion hides information
–Perspective distortion dangers –Tilted text isn’t
legible • No unjustified 2D • Eyes beat memory •
Resolution over immersion • Overview first,
zoom and filter, details on demand •
Responsiveness is required • Function first, form
next

MAUP: Modifiable Areal
Unit Provlem. 

changing boundaries
of cartographic
regions can yield
dramatically
different results

Task Abstraction

{action, target} pair
action can be analyze,

search, and query 
{action, target} pair

action can be analyze,
search, and query 

cardinality: how
many possible
values there are.



CPSC 447

Week 2: Nested Model
Analysis Framework

Nested model (Cascading model)

Very iterative process

how to
validate?

what’s
wrong?

Week 2: Data Abstraction
Semantics

Data types

Dataset Types
table

multidimensional table

network/graph

Spatial fields

1 attribute

2 attributes

many
attributes

Geometry

FULL LIST OF DATASET TYPES

Collections

Data Model vs Conceptual Models



Derived Attribute

They can help reveal patterns or relationships not
immediately obvious in the raw data.

Week 2: Task Abstraction

Design Process

Task abstraction

Actions

{action, target}
pair

action can be
analyze, search,

and query 

{action, target}
pair

action can be
analyze, search,

and query 

Marks and Channels

Channels

Week 3: Marks and Channels



Magnitude Channels Above

Categorial Attributes

Week 3: Marks and Channels II

Week 4: Tables I and II


